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1. Introduction 

Evaluating the probability of tsunami occurrence is a crucial step in the assessment 
of tsunamis hazards. Deterministic tsunami hazard studies involve hydrodynamic 
modeling of tsunami propagation, runup, and inundation from a particular source, 
usually defined as the maximum credible earthquake, landslide, or another tsu-
nami trigger. Scenario-based modeling such as this is useful in emergency planning, 
but transferring the modeling results to other applications, such as estimating risk, 
is difficult. Risk assessment relies heavily on determining the probability that a 
tsunami of a certain size will occur within a given time frame. 
 A tsunami hazard curve that plots tsunami size against probability for a given 
exposure time (T) is a central concept in such analyses (Fig. 4.1). There are two 
ways in which a tsunami hazard curve can be used. The most common way is speci-
fying a particular probability and exposure time of interest, and then determining 
the magnitude that a hazard variable (e.g., runup R) that will be met or exceeded 
(Fig. 4.1a). An example of such an approach is flood hazard analysis for insurance 
applications in which the wave height and extent are determined for annualized 
probabilities (T=1 yr.) P=0.01 and P=0.002 (Houston and Garcia, 1978). Alterna-
tively, engineering applications may specify a risk tolerance value for a particular 
structure and use the hazard curve to determine the probability that that value will 
be met or exceeded during the exposure time (Fig. 4.1b). In addition to tsunami 
hazard curves for a particular site, probabilistic-based hazard assessment tools 
commonly include regional assessments (Rikitake and Aida, 1988; Geist and Par-
sons, 2006) and probabilistic inundation maps (Tsunami Pilot Study Working 
Group, 2006). 
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Fig. 4.1 – Schematic tsunami hazard curve showing different applications: (a) exceedance runup deter-
mined from design probability; (b) probability determined from risk tolerance. 

 In this paper we review techniques to determine tsunami probability using both 
empirical and computational approaches (Sections 2 and 3, respectively). Two dis-
tributions that form the basis for determining the probability of tsunamis (empiri-
cal) and their sources (computational) are the frequency-size distribution and the 
occurrence distribution of events in time. The former is nominally a power-law dis-
tribution, whereas the latter is often assumed to be an exponential distribution 
associated with a Poisson process. For the empirical analysis of tsunami observa-
tions at a particular coastal site, these assumptions greatly simplify the probability 
calculation: the probability (P) that a tsunami of a certain size (R0) or greater will 
occur within time T is given by TeP λ−−= 1 . λ is the long-term rate at which tsu-
namis of this size occur, which is given directly by the power-law size distribution 

)log(~)log( 0Rβλ − , where β is the slope of the size distribution. One consequence 
of these assumptions is that for small values of 1<<Tλ , λ≈P . There are, how-
ever, important deviations from these fundamental distributions and significant 
sources of uncertainty that are discussed in Section 2. 
 For most coastal locations, there is insufficient data to determine tsunami prob-
ability empirically. In these cases, probability is calculated using a combination of 
source specifications and numerical propagation models (Section 3). Aggregation 
of tsunami propagation results from all relevant sources, both near- and far-field, 
yield a tsunami hazard curve (Fig. 4.1) that should be equivalent to the empirical 
hazard curve, if there were sufficient historic data available. In addition to tsunami 
generation parameters, an important part of the source specification is defining the 
source probability: i.e., the inter-event distribution and the distribution of source 
sizes (e.g., seismic moment for earthquakes and volume for landslides). As part of 
the aggregation step of computing probabilities, various sources of uncertainty are 
also importantly included as we discuss in Section 4. To determine the probability 
of the largest tsunamis, methods to account for uncertainty become increasingly 
important. We briefly review methods to determine the probability of extreme 
events in Section 4, focusing on estimation techniques that define the tail of the 
size distribution for tsunamis (empirical approach) and their sources (computa-
tional approach). 
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2. Empirical Tsunami Probabilities 

Tsunamis can be considered a stochastic process based on two essential character-
istics: (1) once generated, tsunamis can propagate long distances such that many 
different sources in different tectonic and geologic environments can influence the 
tsunami hazard at a particular coastal location and (2) each type of source that 
generates tsunamis is itself characterized by a high degree of complexity and non-
linear interactions. As a result, tsunami probabilities can be defined by the fre-
quency distribution of sizes and the distribution of inter-event or waiting times. 
Nominally, the frequency-size distribution follows a power-law relationship and 
the inter-event times are that of a Poisson process, typical of many natural hazards 
(Daley and Vere-Jones, 2003; Sornette, 2004). Furthermore, these two fundamen-
tal distributions are inter-related in that the scaling of mean frequency with size is 
linked to the scaling of inter-event times (Corral, 2005b). Each of the fundamental 
distributions is discussed further below, including how the parameters that define 
the specific probability distributions can be empirically obtained. 

2.1  Frequency-Size Distribution 

It is important to first define the variable that defines the size of a tsunami. Al-
though runup is the measurement most often associated with tsunamis, because it 
is defined as the wave height with respect to ambient sea level at the maximum 
inundation distance, runup will occur at different geographic locations for different 
tsunamis. Tide gauges, on the other hand, record wave amplitude at a fixed loca-
tion (see Chapter 7). For most probability problems, comparisons are made over 
broad geographic regions that may include both runup and wave amplitude meas-
urements. An exception is the development of probabilistic inundation maps at  
a given location (Tsunami Pilot Study Working Group, 2006). Throughout this 
study, we will refer to runup as the tsunami size or hazard variable, although this 
may include other amplitude measurements of tsunamis as well. 
 Like many other natural hazards, the frequency-runup distribution for tsunamis 
at a particular location tends to follow a power-law relationship (Burroughs and 
Tebbens, 2005): 

 [ ] )log()(log RRN βα −= , (1) 

where )(RN  is the annual frequency of tsunami runup R or larger and the empiri-
cal constants α and β can be thought of as activity and scale parameters, respec-
tively, that are determined from tsunami catalog data. The power-law nature of 
tsunamis indicates that there is no characteristic size and stems from the funda-
mental physics of the tsunami source (e.g., earthquakes, landslides) as explained by 
Sornette (2004). For empirical analysis, because catalogs will undersample below 
some size, we need to include a catalog-completeness threshold, tR . This results in 
a Pareto distribution, for which the probability density function (pdf) is 
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and the complementary cumulative distribution function (ccdf) or survivor func-
tion is 
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(cf., Kagan, 2002a). Kagan (2002a) and Vere-Jones et al. (2001) also provide other 
modified Pareto distributions that have a soft taper for the roll-off parameterized 
by a corner runup cR , which can be estimated using maximum likelihood tech-
niques. 
 Moreover, because tsunami runup is size limited due to size limitations of the 
source, non-linear propagation, and wave-breaking effects near shore (e.g., Kory-
cansky and Lynett, 2005), the Pareto distribution must be limited at large runup 
values. However, the limit and shape of the distribution tail are generally unclear. 
Burroughs and Tebbens (2001; 2005) suggest a truncated power-law relationship 
based on the value of the largest event (i.e, truncation of the pdf at xR ) that is 
equivalent to the truncated Gutenberg-Richter (G-R) size distribution for earth-
quakes (Kagan, 2002a): 
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The observed roll-off for an empirically-determined power-law size distribution 
may be due to either undersampling or the physical controls on the size of the larg-
est event (Burroughs and Tebbens, 2001). Various statistical techniques developed 
for earthquake observations can also be applied to constrain the tail of the tsunami 
size distribution as discussed in Section 4 below. 
 Undersampling of tsunamis in catalogs occurs both through censoring of small 
events and having a catalog of insufficient duration to capture the rate of large 
events. For global catalogs prior to the mid-20th century, the locations of tide gage 
stations are sparse in comparison to the locations of earthquakes that generate 
measurable small tsunamis (spatial or geographic censoring). In addition, many 
routine catalogs of tide gage stations sampled water level on an hourly basis until 
the installation of the 6-minute sample period Analog-to-Digital-Recording (ADR) 
tide gages starting in the late 1960s and early 1970s (temporal or instrumental cen-
soring). Because the average tsunami period is typically smaller than 1 hour and 
tsunami amplitudes less than ~10–20 cm are difficult to identify in the presence of 
ambient noise, smaller events (in amplitude and wavelength) tend to be temporally 
censored at tide gage stations. Archived analog records of tsunami events can be 
digitized at a much smaller sampling rate for future probability studies. Finally, in 
many locations, the tsunami catalog covers only 100–300 years, which is insufficient 
to accurately determine the rate of occurrence for the largest tsunamis. 

MS1



 ERIC L. GEIST, TOM PARSONS, URI S. TEN BRINK, AND HOMA J. LEE 97 

 To demonstrate the effects of censoring and catalog completeness on empirical 
power-law frequency-size distributions, we compare the 275-year tsunami catalog 
at Acapulco, Mexico with a computationally derived frequency-size distribution 
described by Geist and Parsons (2006). The tsunami catalog consists of both eye-
witness observations of runup height and tide-gage measurements starting in 1950. 
While the entire catalog includes large runup events prior to the installation of the 
tide gage station that match the computational curve, censoring is evident in the 
divergence of the two curves for small event sizes (Fig. 4.2a). Using the tide-gage 
sub-catalog only, we observe a good correspondence for the small events, but 
incomplete data to constrain the empirical curve for large events (Fig. 4.2b). The 
roll-off in the computational curve is caused by a physical limitation of earthquake 
sizes along the offshore subduction zone (Geist and Parsons, 2006). 
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Fig. 4.2 – Observations (solid circles) and best-fit empirical curve (dashed line) representing frequency-
size distribution for local tsunamis at Acapulco, Mexico. Computationally-derived distribution (solid 
line) is shown for comparison. (a) Empirical curve from merged catalog including eye-witness observa-
tions and tide-gage measurements (1732–2006). (b) Empirical curve from tide-gage sub-catalog (1950–
2006). Modified from Geist and Parsons (2006). 
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 The Acapulco tsunami catalog is an example of a break in an empirical power-
law relationship to the left is caused by instrumental censoring (insufficient sam-
pling rate or dynamic range). The completeness threshold for tsunami amplitudes 
recorded by tide gages as represented in standard tsunami catalogs is approxi-
mately 0.1 m. Properly processed, digital tide gages can record tsunamis < 0.1 m. 
However, many small events are not retained in a permanent archive. Modern 
deep-sea pressure-sensors that can record micro-tsunamis (Hino et al., 2001; Hi-
rata et al., 2003) will help obviate censoring of small events in the future. In con-
trast, for a tsunami catalog of sufficient duration that depends on the rate of 
tsunami activity, a roll-off in an empirical power-law relationship to the right may 
be an indication of physical limitations to event size (Burroughs and Tebbens, 
2001; 2005). 

Distribution of Inter-Event Times 
Because sources of tsunamis are generally uncorrelated, tsunami inter-event times 
can be assumed to be independent, identically distributed (iid) random variables 
such that the number of events in a particular time increment is independent of the 
number of events in any other increment. The occurrence of tsunamis under this 
assumption would accordingly be that of a Poisson process. The probability that n 
events will occur within a particular time t is given by the Poisson distribution: 
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where λ is the intensity or rate parameter. We consider here only homogeneous or 
stationary Poisson processes in which )(tf≠λ . (An example of a non-stationary 
Poisson process is the arrival times of earthquakes in an aftershock sequence fol-
lowing a main shock that is discussed below.) The single rate parameter λ at a given 
location is derived from the aggregation of many sources each with a different 
source rate parameter as explained in Section 3. The cumulative distribution func-
tion (cdf) for n or more events occurring in time t, or equivalently, for the nth 
event time less than t, is given by 
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In hazard analysis, the commonly used special case is of one or more events occur-
ring in time t resulting in the cdf 

 t
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 The pdf of event times nT  can be derived from equation (7) (Kempthorne and 
Folks, 1971), resulting in the Erlang distribution: 

 t
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The pdf of the first event time τ=1T , otherwise known as the inter-event or first 
waiting time, for a Poisson process is an exponential distribution: 

 0 for,)( >= − τλτ λτef . (10) 

 Empirical estimates of tsunami inter-event times determined by Geist and Par-
sons (in press) indicate a more complex distribution than would be expected from 
a stationary Poisson process, but similar to what is observed for earthquake inter-
event time distributions. As with empirically derived frequency-size distributions, 
it is necessary to have a large catalog of events, especially for small amplitude tsu-
namis that will dominate the left-hand side of the inter-event time distribution. We 
use, as an example, a global compilation of tide gage tsunami measurements from 
the National Geophysical Data Center (NGDC) based on a number of original 
catalogs (http://www.ngdc.noaa.gov/seg/hazard/tsu_db.shtml). In this case, the 
event time is defined as the origin time for the tsunami source. An examination of 
the cumulative number of tsunamis since the start of the 20th century indicates that 
the rate of reported events gradually becomes constant soon after the pivotal 1946 
Aleutian tsunami (Fig. 4.3). This time approximately coincides with a sharp in-
crease in the number of sea-level recording station around the world (Caldwell and 
Merrifield, 2006). With this in mind, we therefore use the portion of the NGDC 
catalog from 1952–2006. Maximum runup and inter-event time series for the 20th 
century catalog are shown in Fig. 4.4. 
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Fig. 4.3 – Cumulative number of tsunamis in the global catalog since 1900. 
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Fig. 4.4 – Time series of global tsunami catalog showing from 1900–2007 showing (a) size of events 
recorded as run-up heights and (b) inter-event time. Event times are defined as the origin time of the 
tsunami source. 

 To determine the empirical pdf, inter-event times were calculated and binned 
by Geist and Parsons (in press) according to ci i = 1, 2, 3 . . . , where the binning 
constant c was chosen such that the range of inter-event times encompassed as 
many bins with non-zero entries as possible (Corral, 2005a). The results of the em-
pirical analysis are shown in Fig. 4.5 in comparison with an exponential inter-event 
time pdf (equation 10). Here, the rate parameter catcat TN /=λ  is determined from 
the number of events ( catN ) over the duration of the catalog ( catT ) (including the 
open interval since the last event). From the global catalog, the mean rate is one 
measured tsunami every 1600 hours, or approximately 5 tsunamis per year. If the 
frequency-size distribution is also known and can be approximated by a power-law 
distribution, then the rate parameter is simply tα10 , where tα  is relative to the 
completeness threshold of the tsunami inter-event time catalog (equation 1) (cf., 
Kagan, 2002a; Ward, 2002). 
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Fig. 4.5 – Empirical pdf for global tsunami source inter-event times using different binning parameters 
(c = 2.0, 2.2, 2.4, 2.6 hrs.; star, x, circle, diamond, respectively). Theoretical inter-event time distribu-
tions also shown for an exponential distribution (light solid line), gamma distribution where 6.0=γ  
(heavy solid line), and Omori-type aftershock distribution where Ta = 9.6 hrs. (dashed line). 

 The discrepancy between the empirical and Poisson distribution shown in Fig. 
4.5 can be investigated by considering a universal scaling law and an aftershock 
decay law for earthquake inter-event times. In general, the inter-event pdf is de-
scribed by the functional form: 

 )()( λτλτ gf = . (11) 

The universal scaling law proposed by Corral (2004; 2005a) indicates that )(θg , 
where λτθ =  is the dimensionless inter-event time, can be expressed as a general-
ized gamma distribution that captures many stationary and non-stationary aspects 
of observed seismicity: 
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where Γ is the complete gamma function, C and a are normalization and scale 
constants, respectively, and λ and δ are shape parameters. This distribution spans a 
range of temporal characteristics where 1== δγ  is the exponential distribution  
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(equation 10). The information gain (G) of the standard gamma distribution over a 
Poisson process with rate parameter λ is given by 
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(Daley and Vere-Jones, 2004; Harte and Vere-Jones, 2005). The information gain 
is highest for clustering ( 1<γ ), but is also significant for 1>γ  (i.e., that of a qua-
siperiodic process) (Harte and Vere-Jones, 2005). 
 When aftershocks are removed from an earthquake catalog, as in the case of 
southern California seismicity (M ≤ 2.5) analyzed by Corral (2005b), 7.0≈γ  indi-
cating that seismicity exhibits weak, longer-term correlations. The physical mecha-
nism of this long-term correlation, which can extend outside the classic aftershock 
zone, is likely triggering of secondary earthquake from either changes in static 
stress after each earthquake or dynamic effects from the passage of seismic waves 
(Parsons, 2002). This distribution also corresponds to world-wide seismicity 
(M ≥ 5), suggesting a universal scaling law for earthquake inter-event times, 
though γ may vary depending on the presence of nonstationary aftershock se-
quences (Bak et al., 2002; Corral, 2004; Davidsen and Goltz, 2004; Altmann and 
Kantz, 2005; Molchan, 2005). 
 Alternatively, an aftershock decay distribution can be used to fit the observed 
inter-event pdf. This is based on a simplified version of Omori’s law. In this case, 
we fit the observed tsunami inter-event times with an exponential distribution 
modified with a short-term Omori-law component as 

 ( ) ⎟
⎠
⎞

⎜
⎝
⎛ += −

τ
λτ λτ aT

eCf , (14) 

where Ta is an aftershock duration time constant. The best-fit gamma and after-
shock-decay distribution for the NGDC tsunami compilation are determined by χ2-
minimization. This results in estimates of 6.0=γ  and 6.9=aT  hrs. (Fig. 4.5). 
Other methods of probability model fitting are discussed by Vere-Jones and Ogata 
(2003). In addition, the Kullback-Leibler, Kolmogorov-Smirnov, and Anderson-
Darling statistics can be used to provide an estimate of the goodness of fit (Cono-
ver, 1971; Finkelstein and Schafer, 1971; Stephens, 1974; Kotz and Nadarajah, 
2000; Parsons, 2002; Daley and Vere-Jones, 2004). 
 Geist and Parsons (in press) demonstrate that a similar analysis can also be 
performed for tsunami arrivals at a particular location that has a long record of 
smaller tsunamis: for example, the Hilo, Hawaii tide gage station (Fig. 4.6). In 
contrast to the global catalog, the event time in this case is the arrival time of the 
tsunami at Hilo. The tide gage catalog spans a 60-year range from 1946 to 2007; 
however, it has only been since 1976 that the tide gage records have been system-
atically sampled every 6 minutes, rather than every hour. (In most cases, undigi-
tized analog records are also available.) The best fit gamma distribution for these  
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data has a shape parameter 8.0=γ , and a value of 2.1=aT  days for the tsunami 
aftershock-decay distribution. An examination of the tsunami record indicates 
several source doublets (2 earthquakes of similar magnitude that occur close in 
space and time) in the Kurile and Solomon Islands that both triggered tsunamis 
recorded in Hilo. There is a significant degree of uncertainty in the Hilo distribu-
tion, owing to a less than optimal number of data points (N=63) required to estab-
lish reliable inter-event time statistics. 
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Fig. 4.6 – Empirical pdf for tsunami inter-event times at Hilo, Hawaii using different binning parame-
ters (c = 1.8, 2.0, 2.2, 2.4 days; star, x, filled circle, open circle, respectively). Event times are defined as 
the absolute arrival time of the tsunami at Hilo. Theoretical inter-event time distributions also shown 
for an exponential distribution (light solid line), gamma distribution where 8.0=γ  (solid line), and 
Omori-type aftershock distribution where Ta = 1.2 days (dashed line). 

 In locations where there are sparse runup data, spatial binning of runup obser-
vations and Monte Carlo techniques can be used to estimate the mean rate λ 
(Geist and Parsons, 2006) (e.g., Fig. 4.7). The single-parameter Poisson distribution 
should be used for the sparse data case, rather than other distributions such as the 
gamma distribution above, that require estimation of two or more parameters to 
define the inter-event distribution. The effect of open intervals (i.e., the time be-
fore the first event and the time since the last event) on λ can be estimated by 
randomly drawing multiple sets of event times from a range of possible λ. By keep-
ing track of which distributions fit the catalog data (N events over a catalog dura-
tion Tcat) and open intervals, we can estimate the uncertainty in λ (Parsons, in 
press). The example shown in Fig. 4.7b shows the range of probability for a 30-year 
exposure time resulting from Monte Carlo uncertainty analysis of the catalog data. 
A similar analysis is performed for the U.S. West Coast by Geist and Parsons 
(2006). Further discussion of uncertainty related to empirical probabilities is given 
in Section 3.2 below in the case of empirical earthquake observations. 
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Fig. 4.7 – Regional estimate of tsunami probability in the Caribbean from sparse catalog data. (a) 
Spatial distribution of tsunami runup observations. Diameter of circle proportional to runup in meters. 
(b) Frequency of events binned into 20km-by-20km cells. Histograms represent results of Monte Carlo 
analysis of possible 30-yr. probabilities that fit the catalog data taken from an exponential distribution 
at 3 representative locations. 

3. Computational Tsunami Probabilities 

In many cases, tsunami probabilities cannot be determined empirically from exist-
ing tsunami records. Often this is because there is an insufficient catalog of events 
for the risk tolerance or design probability of interest. For such a situation, a com-
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putational approach to determine tsunami probabilities can be undertaken. In this 
section, we review the framework of Probabilistic Tsunami Hazard Analysis 
(PTHA), focusing in particular on how tsunami source probabilities are deter-
mined. Even where there is a long catalog of tsunami records, computational 
PTHA is often a useful technique to test the extent that censoring and catalog 
completeness affect empirical probabilities as discussed in the previous section and 
by Geist and Parsons (2006). 

3.1 Structure of PTHA 

PTHA is derived from Probabilistic Seismic Hazard Analysis (PSHA) developed 
by Cornell (1968) and others and fully described in SSHAC (1997). Like PSHA, 
PTHA consists of three basic steps: (1) define source parameters, including source 
probabilities, for all relevant sources; (2) calculate wave heights and other hydro-
dynamic parameters from a numerical propagation and inundation model for each 
source; and (3) aggregate the results to determine either the tsunami hazard curve 
for a particular coastal site or the probabilistic inundation map for a particular 
coastal region. Lin and Tung (1982) first applied Cornell’s (1968) PSHA technique 
to seismogenic tsunamis, by using simplifying assumptions for the earthquake 
source and propagation parameters (e.g., constant water depth, etc.). More recent 
forms of PTHA (e.g., Geist and Parsons, 2006; Thio et al., 2007) involve the use of 
numerical tsunami propagation models for the second step. Indeed, the processing 
of this step is one of the primary differences between PTHA and PSHA. As a 
result of the complexity of wave propagation in the solid earth, standard forms of 
PSHA are dependent on empirical attenuation relationships (and their attendant 
uncertainty). PTHA, on the other hand, can take advantage of recent advances in 
numerical modeling of tsunami propagation and the availability of high-quality 
bathymetry in most of the world’s oceans. The other primary difference is that, in 
addition to regional and local sources, a comprehensive PTHA must include far-
field sources not included as part of PSHA. Depending on the design probabilities 
and region of interest for PTHA, other sources for tsunamis such as submarine 
landslides and volcanic sources may also have to be included. 
 Defining the size parameter linked to source probability is central in PTHA 
calculations. For earthquakes, this parameter is seismic moment defined as 

ADM μ= , where μ is the shear modulus or rigidity and D  is the average slip over 
the area A of the fault that ruptured during the earthquake. The moment magni-
tude ( wM ) is related to seismic moment according to ( )[ ]05.9log3

2 −= MMw  
(Hanks and Kanamori, 1979). 
 For seismogenic sources, the vertical component of seafloor displacement domi-
nates tsunami generation. The horizontal component provides an additional small 
effect on tsunami generation in regions with steep bathymetry over the source 
region (Tanioka and Satake, 1996). Fault rupture is modeled as an elastic disloca-
tion either using uniform slip (termed a Volterra dislocation) or more generally 
using distributed slip (cf., Geist and Dmowska, 1999). From this description, co-
seismic displacement can be computed using analytic expressions for a homo-
geneous earth structure (e.g., Okada, 1985) and numerical techniques for an 
inhomogeneous structure (e.g., Yoshioka et al., 1989). For dislocation modeling, 
most parameters such as average slip and rupture area approximately scale with 
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seismic moment. Other parameters such as fault dip and elastic rock properties are 
determined from analyses of past earthquakes, controlled-source geophysical 
surveys, and laboratory tests. For a more complete description of tsunami genera-
tion by earthquakes, see Chapter 5 and review papers by Kajiura (1981), Geist 
(1999), and Satake (2002). 
 For landslides, the primary size parameter linked to source probability is vol-
ume. Recent studies have indicated that submarine landslides may follow a power-
law frequency-volume distribution, similar to their counterparts on land (ten Brink 
et al., 2006a). Unlike earthquakes in which a single parameter, seismic moment, is 
the principal parameter influencing tsunami generation, landslide tsunami genera-
tion is also heavily influenced by landslide speed (or more specifically, time history 
of landslide movement). During propagation, recent modeling suggests that land-
slide tsunamis dissipate more quickly than earthquake tsunamis (Gisler et al., 
2006). Also unlike earthquakes, there is not a single constitutive relation that de-
scribes tsunami generation from landslides. Tsunami generation depends on the 
type of failure that occurs—e.g., rotational and translational slides, rock falls, lat-
eral spreads, etc. (Varnes, 1978)—which in turn relates to the mechanical proper-
ties of the failed material and the bathymetric slope. Examples of different types of 
landslide tsunami models developed include mudflows (Jiang and Leblond, 1994), 
translational slides (Ward, 2001), and granular slides (Heinrich et al., 2001). Chap-
ter 6 reviews tsunami generation by landslides in detail. 
 The second step of PTHA involves computing tsunami wave heights, runup 
values, and inundation distances at a particular coastal location for each relevant 
source. In the far-field, seismogenic tsunami amplitudes closely scale with seismic 
moment (Okal, 1988; Pelayo and Wiens, 1992). Abe (1995) has developed empiri-
cal relationships in which wave height at a particular coastal site can be estimated 
from seismic moment and distance to the earthquake. However, these expressions 
do not account for the beaming patterns from long ruptures and focusing or defo-
cusing from propagation path effects (Ben-Menahem and Rosenman, 1972; Okal, 
1988; Satake, 2002; Geist et al., 2007). In most cases, tsunami propagation is calcu-
lated using various forms of the shallow water wave equation and numerical ap-
proximates such as finite-difference or finite-element methods. Initial conditions 
are primarily provided by the vertical displacement from the earthquake or land-
slide movement. At a coastal location, if near-shore and overland flow are to be 
computed, non-linear terms of the shallow water equations, bottom friction, and 
moving boundary conditions must be included. For a review of these methods, 
please see Chapters 9 and 10 and Shuto (1991). 
 For the third step in PTHA, the general equation for aggregating probabilities 
from different sources can be directly adapted from PSHA methodology (e.g., 
Senior Seismic Hazard Analysis Committee (SSHAC), 1997) as follows: 

 iii
i

ii drdrffrRRPRR ψψψψνλ )|()(),|()(
type source

00 ∑ ∫∫
=

>=> , (15) 

where )( 0RR >λ  is the mean rate of tsunamis at a coastal location with runup 
greater than R0, iν  is the mean rate for source type i (e.g., ⇒= 1i earthquakes, 

⇒= 2 i landslides, etc.) ),|( 0 rRRP iψ>  is the conditional probability that runup 
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R will exceed a value R0, given a distance to the source r and source parameter(s) 
ψ 1. In other words, the exceedance probability of R0 depends on the specified 
values of r and ψ . In addition, ( )if ψ  and ( )irf ψ|  are pdf’s for iψ  and r, respec-
tively. For example, to calculate the mean rate at which a particular runup R0 is 
exceeded for earthquakes randomly distributed in space, Abe’s (1995) empirical 
relationships could be used to determine ),|( 0 rMRRP > , ( )Mf =1ψ  could be 
determined from the modified Gutenberg-Richter (G-R) relationship (Kagan, 
2002a) and )|( MrfR  could be dependent on the particular earthquake zonation 
scheme used (Cornell, 1968; Working Group on California Earthquake Probabili-
ties, 1995; Wesson et al., 1999; Frankel et al., 2002). For earthquakes, a standard 
zonation scheme such as the Flinn-Engdahl zones can be used (Flinn et al., 1974). 
 However, in contrast to seismic wave propagation in the solid earth, which is 
essentially unobstructed, obstruction and scattering from landmasses during tsu-
nami propagation indicates that a distribution based on scalar distance )|( mrfR  is 
not practical. In addition, although the approach described by equation (15) may 
be applicable for asteroid-generated tsunamis randomly distributed throughout the 
ocean, earthquakes and landslides of tsunamigenic size often occur in distinct 
source zones. Therefore, an alternative formulation for these sources is 

 ∑ ∑ ∫
= =

>=>
i j

ijijij dfRRPRR
type zone    

00 )()|()( ψψψνλ ψ . (16) 

In this case, )|( 0 ijRRP ψ>  is determined for each source type (i) and source zone 
(j) from numerical propagation modeling that explicitly includes distance attenua-
tion and propagation path effects, as well as uncertainty in location within the 
source zone. For source parameters that correlate strongly with a source parame-
ter linked to ijν  (e.g., average slip scaling with scalar seismic moment in the earth-
quake case and runout linked to volume in the landslide case), uncertainty can be 
included in the )|( 0 ijRRP ψ>  term, particularly when the parameters are nor-
mally distributed. Details are described in Section 4 on uncertainties. As with 
empirical tsunami probabilities, the rate term λ is used in the inter-event time 
distribution to determine the exceedance probability (e.g., equation 8 for the Pois-
son case). In Sections 3.2 and 3.3 below, we describe how source probability distri-
butions are determined for both earthquakes and landslides. 

3.2  Source Probabilities: Earthquakes 

Because the primary source parameter linked to tsunamigenesis for a particular 
source zone j is the scalar seismic moment ( jj M=1ψ ), we review approaches used 
to establish frequency-moment relationships for earthquakes. Time-independent 
and time-dependent probabilities that are described below have frequently been 
used in the past in relation to earthquake hazards. Examples include probability 
specifications used in seismic hazard mapping for the U.S. (Wesson et al., 1999; 
Frankel et al., 2002). 

 
1 If there is no uncertainty in source location or generation parameters, ),|( 0 rRRP iψ>  is simply 1-H, 
where H is the Heaviside step function. 
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Time Independent Probabilities 
Time-independent probabilities assume that earthquakes follow a Poisson process 
in which the rate term is determined from the G-R power-law relationship. Be-
cause earthquakes, like most other natural hazards are size limited, the power-law 
relationship is modified based on an estimate of maximum moment or corner 
moment. This results in a modified G-R relationship in which the tail of the distri-
bution falls off faster than the power-law exponent (β). Earthquakes of tsunami-
genic magnitude occur near the tail of this distribution where earthquakes catalogs 
may be incomplete. Therefore, different forms of the frequency-magnitude distri-
bution tail (Fig. 4.8) need to be understood. 
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Fig. 4.8 – Different forms of the modified G-R frequency-moment ccdf for earthquakes (Kagan, 2002a). 
Two pairs of distributions are indicated: characteristic (heavy dashed line) and truncated (light dashed 
line) distributions have a finite limit. Tapered G-R (heavy solid line) and gamma (light solid line) 
distributions have a soft taper. For each distribution, the limiting moment and corner moment are 
identical: 211092.6 ×  Nm2 (Mw = 8.5). 

 In addition to the modified G-R distribution, a different distribution called a 
characteristic earthquake distribution has been proposed. Because the characteris-
tic earthquake distribution is so widely referred to in the literature, it is important 
to describe the differences between the two basic distribution types. Characteristic 
earthquakes are usually defined from the largest recorded earthquake or geomet-
rical differences along a fault zone defining an earthquake segment (Kagan, 1993; 
Wesnousky, 1994). In the case of tsunamigenic earthquakes, for example, morpho-
logical features of the downgoing plate in subduction zone can define segment 
boundaries and/or coincide with the extent of historic ruptures (McCann et al., 
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1979; Nishenko, 1991). The characteristic earthquake distribution considered by 
Wesnousky (1994) is for the case where there is a gap in earthquake magnitudes 
(in the discrete form) between the characteristic magnitude Mmax and the largest 
aftershock specified according to Båth’s law. The identification of characteris- 
tic earthquake distributions is prone to undersampling. Several authors (Howell, 
1985; Kagan, 1993; Stein and Newman, 2004) have demonstrated that if a G-R 
distribution is undersampled it tends toward an apparent characteristic distribu-
tion. In addition, physical models of rupture over many earthquake cycles indicate 
that rupture can appear to follow an characteristic mode for a number of earth-
quake cycles and then revert back to a G-R mode (Shaw and Rice, 2000; Shaw, 
2004). For uniform fault properties, the rupture mode may be persistently char-
acteristic (Ben-Zion, 1996; Lu and Vere-Jones, 2001; Zeng et al., 2005). How- 
ever, many faults appear to be characterized by a combination of three factors: 
self-affine complexity caused by material heterogeneity (e.g., Perfettini et al., 2001; 
Shaw, 2004); static changes in stress on the fault from neighboring earthquakes 
(e.g., Marsan, 2005; Parsons, 2005; 2006); and the dynamics of earthquakes them-
selves (e.g., Cochard and Madariaga, 1996; Ben-Zion and Rice, 1997; Shaw and 
Rice, 2000). This complexity is typically expressed as a modified G-R distribution 
of earthquake magnitudes. 
 As summarized by Kagan (2002a), there are four basic forms of the modified G-
R distributions: two truncated forms (i.e., hard corner) and two tapered forms (i.e., 
soft corner) (Fig. 4.8). Kagan (2002a) notes that most driven dissipative systems, 
such as earthquakes, exhibit a smooth transition toward the extreme value of the 
distribution defined by a corner moment Mc. For this reason, tapered distributions 
have been developed for both the ccdf (tapered G-R distribution with corner mo-
ment Mcm) 
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and for the pdf (gamma distribution with corner moment Mcg) 
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where C is a normalizing coefficient (Kagan, 2002a). (See Kagan 2002a for the pdf 
and ccdf of the tapered and gamma distributions, respectively.) The parameters 
that define the earthquake distribution (β, Mc) have been estimated for different 
types of plate boundaries and a number of different seismic zonation schemes 
using primarily maximum likelihood methods (Kagan, 1997; 1999; 2002a; b; Bird 
and Kagan, 2004). The commonly used b-value for earthquakes is based on Mw, 
whereas β is based on seismic moment M such that b3

2=β  according to the defini-
tion of moment magnitude. 
 Because large earthquakes are rare, the tails of earthquake distributions are 
difficult to determine from historical seismicity alone. For this reason, a seismic 
moment balance argument has previously been used to determine the expected 
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earthquake distribution. Moment balance requires knowledge of the long-term 
fault slip rate, seismogenic thickness, and the seismic efficiency or coupling con-
stant. For plate boundary faults, recent global studies yield information on long-
term fault slip rate (Bird, 2003; Kreemer et al., 2003). The rate parameter ( j1υ , cf., 
equation 16) for seismic moments greater than or equal to M0 can be linked to the 
parameters to the modified G-R distributions expressed in equations 17 and 18 as 
follows (Kagan, 2002b): 
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respectively, where mξ  and gξ  are correction coefficients given in Kagan (2002b). 
Ward (1994) develops a similar expression for the truncated G-R distribution. In 
equations 19 and 20, sM  is the rate of seismic moment release that ideally can be 
determined from earthquake catalogs. Using the seismic moment balance ap-
proach, however, the maximum seismic moment rate at seismogenic depths can be 
constrained by the fault slip rate if one assumes an efficiency or coupling constant 

1=χ  (i.e., no aseismic slip at depths where earthquakes typically occur): 

 tectss sLHM μ= , (21) 

where μ is the shear modulus, L fault length, sH  effective seismogenic thickness 
(which includes the parameter χ), and tects  the long-term (tectonic) fault-slip rate 
(Ward, 1994). 
 Note that the rate of large earthquakes along subduction zones is primarily 
linked to relative convergence rates and that factors such as age of subducted 
lithospehere, time since the last event, etc. do not strongly correlate with seismic 
activity (Bird and Kagan, 2004). The seismic coupling constant (χ) that appears in 
the definition of sH  above remains an elusive parameter. However, statistical 
analysis suggests that there may be little variation among plate boundary faults, 
such that χ ≥ 0.5 in most cases (Kagan, 2002b) and that 1→χ  for shallow faults 
(Kagan, 1999). A value of 1=χ  provides an upper limit of activity rate for the 
seismic moment-balanced size distribution of earthquakes. 

Time-Dependent Probabilities 
In the past, large tsunamigenic earthquakes along subduction zones have consid-
ered to follow a quasiperiodic process specifically conditioned on the preceding 
event, in which the probability of the next earthquake is dependent on the time 
since the last earthquake. Such time-dependent probabilities are most often ap-
plied to characteristic earthquakes as defined above. Three basic forms are com-
monly used for earthquake probabilities in which the occurrence of one or more 
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earthquakes in the time interval T is conditional upon the time since the last 
earthquake τ: )|(1)( τTF TN ≥  (Utsu, 1984). The corresponding pdf’s for the inter-
event time are given for the (1) Weibull distribution (e.g., Rikitake, 1999) 

 ( ) ( )αα υτταυτ −= − exp)( 1f  (22) 

(2) Log-normal distribution (e.g., Nishenko and Buland, 1987) 
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and (3) Brownian-Passage time (BPT) distribution (Matthews et al., 2002) 
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All three forms are similar in that three parameters are needed to define the dis-
tributions: the mean inter-event time ( υ/1 ) as in the Poisson distribution (equa-
tion 8), the time since the last earthquake (τ), and the shape or aperiodicity 
parameter α. (In equations 23 and 24, α is similar to standard deviation and coeffi-
cient of variation, respectively; although strictly speaking these terms refer to 
sample statistics.) Parameter estimation for the Weibull and log-normal distribu-
tions using the method of moments and maximum likelihood are given by Utsu 
(1984). 
 As noted by Matthews et al. (2002), there are important differences in the haz-
ard rate function h(τ) among these distributions: 

 [ ])(1)()( τττ Ffh −≡ , (25) 

where )(τF  is the cdf corresponding to )(τf . The hazard rate function can also be 
thought of as the instantaneous failure rate or the failure probability conditional 
upon surviving up to point τ. For equivalent distribution parameters, the BPT 
distribution is characterized by a nearly constant hazard rate at long waiting times, 
whereas the hazard rate decreases for the log-normal distribution and increases for 
the Weibull distribution for long waiting times. Matthews et al. (2002) indicates 
that the gamma distribution for a quasiperiodic process is characterized by an 
increasing hazard rate (though not as sharply as the Weibull distribution) for 1>γ  
(cf., equation 12). As shown in Fig. 4.9, the gamma distribution discussed in con-
nection with tsunami inter-event times in Section 2 characterized by 1<γ  is, in 
contrast, associated with decreasing hazard rate function for short waiting times 
and nearly constant hazard rate at long waiting times (Corral, 2005c). Thus at 

1=γ , the change in exponent represents a fundamental difference between a 
quasiperiodic process 1>γ  and a clustering process 1<γ  (Utsu, 1984), and a 
corresponding change from a increasing hazard rate to a decreasing hazard rate, 
respectively. 
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Fig. 4.9 – Hazard rate as a function of non-dimensional time )(th  for two gamma distributions with 
different shape parameters: increasing hazard rate ( 1>γ ) with time associated with quasiperiodic 
models (e.g., Ogata, 1999); decreasing hazard rate ( 1<γ ) associated with temporal clustering of events 
(e.g., Corral, 2004). Constant hazard rate for exponential distribution (dashed line) shown for com-
parison. 

 For multiple time-dependent tsunamigenic earthquakes, a different method of 
aggregation must be used instead of equation 16. The probability of a tsunami at a 
particular coastal location generated by the jth characteristic earthquake and 
within an exposure time T is given by ),|( ,10 TRRP ji=≥ ψ . The parameter set ji ,1=ψ  
includes the parameters that define the time-dependent probability distribution 
( 0t ,υ  ,α) as well as the source parameters needed to compute tsunami generation. 
The aggregate tsunami probability of N characteristic earthquakes )|( 0 TRRP ≥  is 
given by Rikitake and Aida (1988): 

 [ ]∏
=

=≥−−=≥
N

j
ji TRRPTRRP

1
,100 ),|(11)|( ψ . (26) 

 For subduction zones, McCann et al. (1979) and Nishenko (1991) presented 
seismic hazard maps based on characteristic earthquakes (described previously) 
using the log-normal event distribution (equation 23) that could be used in the 
aggregation equation (26). The seismic hazard was expressed as the probability of 
occurrence during exposure times of 5, 10, and 20 years for a characteristic earth-
quake occurring along a segment defined primarily by historic earthquake rupture 
lengths. This is generally known as the seismic gap hypothesis. The Nishenko/ 
McCann time-dependent probabilities have been evaluated using different statisti-
cal tests in a number of papers (Lomnitz and Nava, 1983; Kagan and Jackson, 
1991; 1995; Rong et al., 2003). The general conclusion of these papers is that in 
comparison to actual earthquake occurrence, the time-dependent probability esti-
mates in most cases did not perform as well as the probabilities calculated from a 
time-independent, Poisson null or reference model. Along fault zones where there 
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is a significant difference between the seismic moment rate ( sM ) determined from 
an earthquake catalog and that determined from tectonic parameters (equation 
21), the deficit may be resolved by future large earthquake(s), depending on the 
uncertainty in the coupling constant χ. However, according to the statistical tests, 
no segment is more or less likely to fail based on the time since the last event (Bird 
and Kagan, 2004). 
 The other problematic issue related to time-dependent probabilities is the esti-
mation of the three parameters that define the distributions (τ can be uncertain if 
the preceding earthquake is prehistoric.) The assumption of a generic aperiodicity 
parameter (α = 0.21) for all faults, termed the Nishenko-Buland hypothesis, is 
shown not to be valid by Savage (1991). To determine the mean inter-event time in 
the absence of numerous paleoseismic records of past events, a time-predictable 
model (Shimazaki and Nakata, 1980) is often assumed. This is termed the direct 
method for determining earthquake recurrence in which the mean slip for an 
earthquake segment and the long-term slip rate can be used to determine mean 
inter-event time. Each of these parameters, however, has large uncertainties. Sav-
age (1991) demonstrates that the corresponding uncertainty in the probability 
distribution can be so large such that the probability estimate is not very different 
from an informationless system. Recent observational studies indicate that neither 
the time-predictable nor slip-predictable models are valid starting assumptions for 
determining inter-event time or magnitude, respectively (Murray and Segall, 2002; 
Weldon et al., 2004; Weldon et al., 2005). 
 For faults where there are many paleoseismically-identified event horizons, it 
may be possible to avoid the direct method and time-predictable assumptions 
indicated above. For tsunamigenic earthquakes generated along subduction zones 
where there is no near-surface exposure of the fault, evidence of coastal subsi-
dence in the geologic record is used to identify pre-historic earthquakes (see Chap-
ter 3 and Atwater et al., 2004). However, in these cases a purely empirical 
determination of mean inter-event time and aperiodicity remains problematic. 
This is the classic case of how probability varies as a function of the number of 
Bernoulli trials—that is, the use of additional observations to improve a prior 
probability distribution through Bayes’ theorem. For earthquake observations, 
Savage (1994) indicates that the uncertainty in probability decreases slowly with 
the number of observed paleoseismic events. Suppose there are m out of n re-
corded inter-event times less than exposure time T, then the probability density 

),|( nmpP  that the next event will occur within time T since the most recent 
earthquake follows the distribution: 
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and variance 
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Without using assumptions about the underlying event distribution, determination 
of empirical probabilities using this method is based on a uniform distribution in 
the absence of any observations, also known as the principle of indifference. For a 
summary of arguments and interpretations of this technique, the reader is referred 
to Howson and Urbach (1993) and Jaynes (2003). 
 As an example, we consider the uncertainty in the probability of future tsuna-
migenic earthquakes along the Cascadia subduction zone, using the identified 
horizons indicated top left corner of Fig. 4.10a . Measuring inter-event times from 
the center of the age range for each horizon, the mean inter-event time is 517 yrs, 
with m=4 out of n=6 inter-event times being less than this value. The expected 
probability of having another earthquake within 517 years after the last event 
(1700) is therefore 0.62. However, the 95% confidence interval for this estimate is 
0.34-0.87, indicating a high degree of uncertainty. For 10 or fewer paleoseismic 
horizons, Savage (1994) indicates that the probability cannot be determined better 
than ±0.2. 
 Next, we consider uncertainty associated with age-dating of each event horizon 
that results in a complex probability distribution of for each event (Bronk Ramsey, 
1998; Ogata, 1999). In light of this and the open intervals on either end of a paleo-
seismic sequence (i.e., before the earliest identified event and after the last event) 
(Davis et al., 1989), Ogata (1999) estimates the uncertainty in the time-dependent 
distribution parameters (α and ν). Ogata (1999) assumes a uniform pdf for the 
possible age of a given paleoseismic horizon, and proposes an inverse probability 
(Bayesian) method to improve these estimates. Alternatively, Parsons (2005) uses 
a Monte Carlo method to determine the range of possible values of α and ν for a 
given paleoseismic sequence. An example of the uncertainty in probability for the 
events described in the above example using the BPT distribution (equation 24) is 
shown in Fig. 4.10. In this case, the results from Monte Carlo analysis indicate that 

)1700.,30( 01)( ==≥ tyrTFN τ  for a time window starting in 2005 ranges between 0.01 
and 0.15 (Fig. 4.10b). The conditional probability for an exposure time window 
that does not begin with the preceding event is given by (Parsons, 2005) 

 ∫
+

≥ =+≤<
Tt

t
N dttfTttF

0

0

)()( 001)( ττ . (30) 

Plots such as shown in Fig. 4.10 are useful for determining how well the paleoseis-
mic data constrain a particular probability distribution. In general, such analysis 
shows that while a quasiperiodic model of earthquake recurrence is an intuitive 
representation for an individual fault, in practice it is often difficult to determine 
the parameters of a particular distribution for subduction zone earthquakes with 
any degree of confidence. 
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Fig. 4.10 – Results of Monte Carlo simulation in which the successful combinations of parameters ν and 
α for the BPT distribution fit the observed paleoseismic record of Cascadia subduction zone earth-
quakes. (a) number of successful hits for the two distribution parameters. (Mean inter-event time 
represented by υ/1 .) (b) resulting histogram of 30-year conditional probabilities for the distributions 
that fit the data. 

 Another particular type of time-dependent probability is clustering of earth-
quakes in time, caused by foreshocks, aftershocks, and triggering of earthquakes 
outside the classic aftershock zone through coseismic changes in the static-stress 
field and through dynamic triggering. In addition to the gamma distribution pro-
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posed by Corral (2004) discussed earlier, Kagan and Jackson (2000) model this as a 
short-term forecasting problem using a negative binomial distribution. Whereas 
foreshocks are rare, aftershocks are a common phenomena in which the rate of 
occurrence ν is described by Omori’s law: 

 ( )ntpc +=υ , (31) 

where c, p, and n are constants and t is time since the main shock (Parsons, 2002). 
In addition, changes in the loading stress on a fault from the occurrence of a 
nearby large earthquake(s), termed the Coulomb failure stress, can significantly 
affect the short term probabilities (Parsons, 2004; 2005; 2006). Postseismic viscous 
relaxation of the lithosphere gradually decreases this probability effect over time 
(Michael, 2005). For tsunami applications, Geist and Parsons (2005) demonstrate 
that in some cases, large strike-slip earthquakes may trigger tsunamigenic dip-slip 
aftershocks within days after the mainshock. 

3.3 Source Probabilities: Landslides 

 The primary source parameter linked to tsunamigensis for landslides is volume 
( jj V=,2ψ ); however, landslide speed is also an important controlling variable 
linked to tsunami generation efficiency. Below we discuss recent work to define 
landslide volume distributions and how uncertainty in landslide speed can be in-
cluded in PTHA calculations. In general, landslide source probabilities are particu-
larly difficult to determine, as a result of the lack of age dates for most of the 
world’s submarine slides. In addition, it is difficult to determine a landslide-
equivalent quantity such as long-term fault slip rate to estimate the overall activity 
of landslide occurrence along a particular margin. Nonetheless, recent research 
suggests the existence of a power-law size distribution for landslides (equivalent to 
the standard G-R relationship for earthquakes) in specific areas. Also, some geo-
logic analysis has been conducted that may lead to frequency-size distributions and 
other parameters needed to determine probabilities for landslide tsunami sources. 
 ten Brink et al. (2006a) demonstrated that the distribution of submarine land-
slides north of Puerto Rico follow a power-law relationship with an exponent (β) 
similar to that found for rock falls onland (Stark and Hovius, 2001; Guzzetti et al., 
2002; Dussauge et al., 2003; Malamud et al., 2004). Including small landslide sizes 
on land, the most descriptive distribution for the entire range of sizes is in fact the 
double Pareto distribution described by Stark and Hovious (2001). An empirical 
analysis of the submarine Storegga landslide complex initially suggested that the 
number-size distribution follows a logarithmic distribution (Issler et al., 2005). 
However, when the largest distinct landslides are included, ten Brink et al. (2006) 
confirms that the distribution follows a power-law relationship. Unlike earth-
quakes, the value of β varies significantly for landslides (e.g., comparison of the 
Storegga and Puerto Rico landslide regions: β = 0.44 and 0.64, respectively), indi-
cating that the failure process significantly affects scaling (Malamud et al., 2004). 
 In examining the physcial mechanisms that give rise to this power law relation-
ship, Hergarten and Neugebauer (1998) indicate that a state variable in addition to 
slope gradient is necessary for landslides to follow a power-law size distribution. 
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This is generally termed a time-weakening effect (Densmore et al., 1998; Hergar-
ten, 2003) and is similar to a quasiperiodic process in that the probability of failure 
increases with waiting time after the last event at a particular source location. 
Examples of time-weakening effects include strain softening, creep, and redistribu-
tion of pore pressures following, for example, earthquakes (Biscontin et al., 2004; 
Biscontin and Pestana, 2006). Dugan and Flemings (2000) also describe a process 
of lateral pressure equilibration over time for submarine fans, with a gradual in-
crease the likelihood for failure. 
 The power-law exponent β for landslide volumes can be determined from either 
cumulative distributions or rank-order distributions. For the latter, observations 
are sorted from largest (rank n=1) to smallest (rank n=N). An advantage of rank-
ordering is that it tends to avoid bias introduced by correlations of statistical fluc-
tuations that can be present in cumulative distributions (Sornette, 2004). As an 
example, the rank-order distributions of landslides offshore northern Puerto Rico 
(ten Brink et al., 2006a) are presented in Fig. 4.11. The power-law portion of the 
distribution given by 

 NnnVn ≤<<∝ − 1  ,/1 β  (32) 

where n is the rank order and nV  is the volume associated with the nth rank order 
(Sornette, 2004). In this case, β = 0.62±0.03 determined from the rank-order distri-
bution is similar to β = 0.64 determined from the cumulative statistics of landslide 
volumes presented by ten Brink et al. (2006a). This is smaller than the exponent 
found for clay-rich, less cohesive landslides, but similar to that found for sub-aerial 
rockfalls, indicating the effect that mechanical properties has on landslide statistics 
(Densmore et al., 1998; Dussauge et al., 2003; ten Brink et al., 2006a) 
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Fig. 4.11 – Rank order distribution of landslide volumes offshore northern Puerto Rico. Power-law 
exponent (β=0.62±0.03) determined from this distribution is similar to that determined from the cumu-
lative distribution of volumes (ten Brink et al., 2006a). 
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 Even if landslides are assumed to follow a Poisson process, in most locations 
there is insufficient information with which to determine the rate parameter ( j2υ , 
equation 16) or equivalently the activity constant α in the frequency-size power-
law relationship (equation 1). There is some indication from modeling and empiri-
cal results that the rate of landslide occurrence is non-stationary, depending on 
long-term global sea level fluctuations (Hutton and Syvitski, 2004). Determination 
of both α and β rely on the correct identification of individual slide events (in 
terms of the tsunami they generate) and age dating. In the past, low resolution 
imaging of landslide features led in some cases to the misidentification of individ-
ual landslide events. Large complexes and amphitheaters that spanned a consider-
able geologic age range in geomorphic development were often considered one 
event. With the advent of high-resolution sea floor imaging techniques such as 
multibeam bathymetry, it has been easier to identify individual landslide events 
(Lee, 2005; ten Brink et al., 2006b). 
 Age-dating of individual events necessitates identification of geologic horizons 
that span the age of failure. For example, Normark et al. (2004) recognized a de-
bris flow unit in a piston core that appeared to correspond to a part of a large 
landslide complex, the Palos Verdes debris avalanche near Los Angeles identified 
using multibeam imagery. By obtaining C-14 ages of microfauna in units above and 
below the debris flow in the piston core, they were able to estimate the age of the 
landslide component as 7500 yr. In some locations, multiple failures at the same 
location are observed using seismic-reflection profiling. For example, for the Go-
leta landslide complex in Santa Barbara Channel, Fisher et al. (2005) identify 7 
different failure events beneath one of the three major lobes. By following acoustic 
reflectors to the location of a nearby ODP boring, the authors determined that 
three of the failures occurred in the last 160 ka. Lee et al. (2004) assembled avail-
able age-date information for submarine landslides in southern California and 
estimated that large failures (V > 0.5 km3) recur with a time interval in the range of 
5,000 to 10,000 years. 
 Seven large pre-Holocene landslides have occurred at the location of the mas-
sive Storegga Slide complex off Norway (Solheim et al., 2005a). These were identi-
fied and dated using seismic reflection profiling, borings and core samples. The 
investigations show that at least one large landslide apparent occurs during every 
100 ky, following glacial-interglacial cyclicity, with the most recent occurring 8,150 
years ago. Accordingly, investigators have been able to conclude that the slope 
stability environment at the site of the Storegga complex will take another glacial-
interglacial cycle to form a situation that could lead to another major tsunami-
generating slide (Solheim et al., 2005b). The site is considered to be safe for devel-
opment of a large gas field for the foreseeable future. Few other locations world-
wide have received the kind of attention directed to southern California and 
Norwegian submarine landslides so recurrence interval information available for 
these environments is generally lacking. To identify these sediments requires ei-
ther coring the debris field multiple times in the hope of collecting cores with 
sediment and the underlying debris, or conducting high-resolution seismic imaging 
to direct the coring. Even with these techniques, the age of some landslides may 
not be dated precisely, because of a very low sedimentation rate or lack of datable 
material. 
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 If the rate of landslide recurrence can be determined through accurate event 
identification and age dating, it is still necessary for tsunami computations to de-
termine the time history of landslide failure. As indicated by several authors (e.g., 
Ward, 2001; Todorovska et al., 2002; Trifunac et al., 2002), tsunami generation 
efficiency is dependent on landslide speed. Landslide dynamics is a complex field 
of research, and there are different measurements of landslide speed, the most 
applicable for the outgoing tsunami being the spreading velocity (Todorovska et 
al., 2002; Trifunac et al., 2002; 2003). In the near-field, other parameters such as 
slide shape and submergence relative to slide height are important factors in de-
termining runup (Liu et al., 2005). Some source parameters such as runout may 
scale with volume and may not be mutually independent. In addition, examination 
of a global tsunami catalog indicates that most tsunamigenic landslides are associ-
ated with earthquakes, much like subaerial landslides in seismically active regions 
(Keefer, 1994). The origin of the triggering mechanism is thought to be direct 
loading from the earthquake and changes in the pore pressure from successive 
seismic loading cycles (Biscontin et al., 2004; Biscontin and Pestana, 2006). For 
non-seismically triggered landslides, very low tidal excursions is a common trig-
gering mechanism in which the slide looses its hydraulic support and does not 
dewater rapidly. More research is needed to determine the inter-relationship 
among landslide source parameters that affect tsunami generation and the mobility 
of submarine landslides in general (Locat and Lee, 2002; Locat et al., 2004). In the 
meantime, equation 16 can be used to determine landslide probabilities using 
characteristic parameters (and their attendant uncertainty) for a given region, such 
that normally distributed uncertainty is included in the )|( ,0 jiRRP ψ>  term. 

4. Uncertainties 

The determination of uncertainty in the seismic component of the computational 
PTHA is highly dependent on the underlying assumptions of earthquake physics. 
For example, if a characteristic, time-dependent rupture model is assumed, there is 
little uncertainty in the magnitude of the characteristic event, whereas there is 
large uncertainty in the parameters that define the earthquake recurrence distribu-
tion (Savage, 1991; 1992). Similarly, if a slip-predictable model is assumed, then 
there is little uncertainty in the magnitude of the next event, but large uncertainty 
in the waiting time of the next event (Shimazaki and Nakata, 1980). Recent re-
search in earthquake physics has indicated that the earthquake rupture process is 
sufficiently complex over multiple earthquake cycles and considering multiple 
faults. For the purposes of probabilistic analysis, tsunamigenesis can be considered 
a stochastic process, with random variables described in the aggregation equations. 
In this section we will briefly describe the ergodic assumption used in several as-
pects of PTHA and indicate how epistemic and aleatory uncertainties are incorpo-
rated in PTHA. We will also examine the special case of estimating extreme values 
for tsunami runup. 

4.1. The Ergodic Assumption 

 In estimating certain source parameters or their uncertainty, it is often neces-
sary to assume that the physical process (landslides, earthquakes, etc.) is ergodic. 
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Although the ergodic theorem originating from statistical physics is complex and 
multifaceted (Anosov, 2001), one important application of the theory is that the 
time average of a process (x) at a particular geographic point is equal to the aver-
age at a particular time ( 0t ) over an ensemble of points kx  (Beichelt and Fatti, 
2002): 

 ( )∑∫
=∞→

−
∞→

=
N

k
kN

T

T
T

tx
N

dttx
T 1

0

1
lim)(

2
1

lim  (33) 

For natural hazards, this allows replacing an estimate of the source or hazard sta-
tistics at a particular location where there is limited knowledge throughout time 
with the statistics of an ensemble of known source or hazard variables over a broad 
region (or even globally). 
 An example of where the ergodic assumption is used is estimation of corner 
moment for a particular fault. Because earthquake catalogs are very limited at 
large magnitudes for a particular fault zone or fault segment throughout time, it is 
necessary to analyze the statistics of corner moment for a number of faults around 
the world, as done by Bird and Kagan (2004). However, Bird and Kagan (2004) 
note that different types of faults (oceanic transform faults, subduction zones) are 
separated because of differences in tectonic environment (stress, thermal structure, 
etc.) (see also Pisarenko and Sornette, 2003). Grouping all subduction zones to-
gether, Bird and Kagan (2004) were able to estimate a corner moment magnitude 
of 9.58. Even with the expanded catalog of subduction zone earthquakes, how- 
ever, uncertainty is still difficult to estimate. They indicate 95% confidence limits 
of ?

46.058.9 −  (upper confidence limit not found) using a merged 20th century earth-
quake catalog and 48.0

46.058.9 +
−  using the seismic moment conservation argument 

(Section 3). 
 The same type of analysis could be performed to estimate submarine landslide 
recurrence, though it is unclear what geologic factors are key to defining the er-
godic ensemble. If there are multiple dates in a given region where the offshore 
sediment composition, tectonics, ground shaking, etc. are similar such as southern 
California, the age dates of multiple landslides within in the region can be grouped 
together to estimate the recurrence of landslides (Lee et al., 2004). For a global 
ensemble, however, one has to take into account differences in sediment (clastic 
vs. carbonate), tectonic movement (passive margin vs, active movement as in 
Puerto Rico), glacial activity, and peak ground acceleration. Too large of an en-
semble can result in ergodicity breaking where the assumption no longer applies. 
This is discussed in the context of estimating uncertainty in the seismic attenuation 
relationship for earthquake ground motion studies by Anderson and Brune (1999). 
Lutz (2004) also indicates that physical systems that follow Lévy Law distributions 
(discussed below in terms of slip distributions) may also exhibit ergodicity break-
ing. While rigorously proving the ergodic assumption for complex systems is diffi-
cult, the assumption should at minimum be closely examined for specific situations 
to determine its domain of applicability. 
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4.2 Incorporating Uncertainties into PTHA 

Similar to PSHA, it is convenient to classify PTHA uncertainty as being epistemic 
or aleatory (Senior Seismic Hazard Analysis Committee (SSHAC), 1997; Toro et 
al., 1997; National Research Council (NRC), 2000). Epistemic uncertainty is also 
referred to as knowledge uncertainty that can be reduced by the collection of new 
data. Such uncertainty is often incorporated into probabilistic calculations through 
logic trees and computation of multiple hazard curves. From these, a mean or 
percentile hazard curve is determined, depending on the particular application 
(Abrahamson and Bommer, 2005; McGuire et al., 2005). An example of epistemic 
uncertainty is the mode of earthquake occurrence along the Aleutian-Alaskan 
subduction zone described by Wesson et al. (1999). In this case, two different seg-
mentation models are considered involving both a G-R distribution of magnitudes 
and a characteristic mode of rupture at the site of the 1964 Alaska earthquake. 
These are associated with two different branches of a logic tree, each with speci-
fied weights, that are incorporated into computation of ground acceleration in the 
case of Wesson et al. (1999), and for tsunamis originating from the Aleutian-
Alaskan subduction zone in the case of the Seaside, Oregon pilot study (Tsunami 
Pilot Study Working Group, 2006). 
 Aleatory uncertainty relates to the natural or stochastic uncertainty inherent in 
the physical system. Aleatory uncertainty is incorporated into probabilistic analysis 
through direct integration in the )|( 0 ijRRP ψ>  term (equation 16). Recall that 

ijψ  is the parameter(s) that is directly linked to the source frequency-size distribu-
tion. Other source parameters that result in a range of runup for a particular value 
of ijψ  can be considered as random variables ky , k=1,2,3… For a single random 
variable y where R(y) is normally distributed and has expected value ( yμ ), and 
variance ( 2

yσ ), 
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⎛ −
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2
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2
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0
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πσ

. (34) 

Multiple independent random variables ( ky ), each resulting in a normally distrib-
uted ( )kyR , will combine such that the aggregate pdf )|( , jiRp ψ  is normally dis-
tributed according to the central limit theorem and under the conditions for which 
that theorem applies. 
 An example of how aleatory uncertainty is incorporated into PTHA calcula-
tions is described by Mofjeld et al. (2007) for the case of tsunami arrival time rela-
tive to tidal cycle. This is a non-trivial situation, since the tsunami wave train can 
extend over at least an entire tidal cycle. In this application, the pdf for the maxi-
mum tsunami wave height (η) is a normal distribution that depends on the initial 
amplitude of the incident wave (A) and a set of tidal constants (κ): 
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where 

 ( )[ ]β
η σαμ 0/exp)MSLMHHW(MSL ACA −−++= , (36) 

and 

 ( )[ ]'
000 /'exp' β

η σασσσ AC −−= , (37) 

MSL and MHHW are mean sea level and mean higher high water, respectively, 
2
0σ  is the variance of the predicted tide, and κββαα ∈',,',,',CC , are all site spe-

cific constants (Mofjeld et al., 2007). The cumulative probability that the wave 
height will exceed a particular value ( 0η ) over the entire duration of the tsunami is 
given by 
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 Another example of aleatory uncertainty is variation in slip distribution patterns 
for an earthquake of a given magnitude. In this case, slip on a fault plane inclined 
below the surface of the earth ),( yu ξ  (cf., Geist and Dmowska, 1999) is deter-
mined by specifying the slip spectrum in the radial wavenumber domain that can 
be directly linked to seismic observations (Hanks, 1979; Andrews, 1980; Frankel, 
1991; Herrero and Bernard, 1994; Tsai, 1997; Somerville et al., 1999; Hisada, 2000; 
2001; Mai and Beroza, 2002). Phase space is then randomized to yield a suite of 

),( yu ξ  distributions that correspond to the same scalar seismic moment and seis-
mic source spectrum. The suite of ),( yu ξ  can be used to estimate the uncertainty 
in local tsunami amplitude for a given seismic moment (Geist, 2002; 2005) as 
shown in Fig. 4.12 for a M~9 earthquake in the U.S. Pacific Northwest. In this case, 
the hazard variable is peak nearshore amplitude (A) rather than runup. The distri-
bution of tsunami incident amplitudes )),(|( 0 yuAAP ξ>  arising from different 
slip distribution patterns is approximately a normal distribution, although there 
can be site-specific deviations owing to propagation path effects (Geist, 2005; Geist 
and Parsons, 2006). 
 For descriptive purposes, we can assign a random variable ϕy  that defines the 
phase space for the slip distribution ),( yu ξ . In most formulations of stochastic slip 
distributions (including Geist, 2002; 2005), ϕy  is assumed to be normally distrib-
uted. Recent research, however, indicates that the standard self-affine slip model 
described above may not accurately encompass possible large fluctuations in slip 
(Lavallée and Archuleta, 2003; Lavallée et al., 2006). The modification proposed 
by Lavallée et al. (2006) is to use the more general Lévy law distributions to de-
scribe ϕy . (Lavallée et al., 2006, describes 1D and 2D stochastic modeling in more 
detail than the simple parameterization by ϕy  described here.) The Lévy law de-
scribes a class of stable distributions characterized by several parameters includ- 
ing the Lévy exponent 20: << μμ  (Sornette, 2004; Lavallée et al., 2006). Specific  
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analytic cases of symmetric Lévy distributions include the Cauchy-Lorentz distri-
bution ( 1=μ ) and the Lévy distribution ( 2/1=μ ). Each of these are heavy tail 
pdf’s in comparison to the normal distribution ( 2=μ ). Slip distributions deter-
mined from tsunami data collected during the 2004 Indian Ocean event (Fujii and 
Satake, 2007) suggest that this was a case of high slip fluctuation (Geist et al., 2007) 
and indicating that Lévy law distributions may need to be considered when esti-
mating uncertainty of tsunami runup from distributed slip. Note that for the two 
examples of aleatory uncertainty described above, ),|( κη Ap  and )),(|( yuAp ξ  
are obviously not independent, in that the distribution of combined tsunami and 
tidal wave heights are functionally dependent on A (Mofjeld et al., 2007). 
 As demonstrated by Geist and Parsons (2006), Monte Carlo methods are par-
ticularly useful for incorporating multiple sources of uncertainty. In this case, slip 
distribution, hypocenter (within the bounds specified by the seismogenic zone), 
and magnitude (taken from a sample of a seismic moment-balanced G-R distribu-
tion) all were randomized to yield a tsunami hazard curve at a particular coastal 
site. For the case of Acapulco, the computational curve compares well with the 
empirical curve determined from the available tsunami catalog data, when the 
limitations of the catalog are taken into account (Fig. 4.2). 

4.3 Probabilities of Extreme Tsunamis 

In some applications, it is necessary to determine the severity of an extreme event 
located at the tail of the tsunami frequency-size distribution. Issues such as know-
ing total insurance risk, economic impact, and long-term hazard for critical facili-
ties necessitate estimating extreme values in natural hazards. However, there is a 
high level of uncertainty associated with these estimates, stemming from a lack of 
historical data and knowledge of what the maximum possible event may be. 

Empirical Approach 
A standard approach to such empirical problems is to use an asymptotic model of 
extremes, in which the cumulative distribution of the largest events approaches 
one of a member of the class of distributions called the General Extreme Value 
Distributions (GEVD) (Castillo et al., 2005). The basic members of the GEVD 
class include the Gumbel distribution (tail tapering off faster than a power law), 
Fréchet (tail tapering off as a power law), and Weibull (tail with finite right end 
point) (Kotz and Nadarajah, 2000; Sornette, 2004). Of the three, the Gumbel dis-
tribution (Gumbel, 1958) has been most often applied to natural hazards, since it 
has an infinite right tail but corresponds in general to a tapered power-law distri-
bution. In particular, Hogben (1990) uses GEVD to determine extreme storm 
wave heights and Kulikov et al. (2005) presents a probabilistic analysis of tsunami 
hazards in Peru and northern Chile based on the Gumbel distribution. 
 The main problem with using the asymptotic models of extremes is that they  
do not make use of the full dataset or underlying pdf (Knopoff and Kagan, 1977; 
Sornette, 2004). Instead, rank-ordering statistics of an observed dataset (as in the 
Peaks-Over-Threshold modeling in extreme value theory) can be used to define 
the power-law exponent at extreme values (Knopoff and Kagan, 1977; Sornette et 
al., 1996). In addition, the generalized Pareto distribution (GPD) as described for 
earthquakes, floods, and extreme tides (Pugh, 1987; Stedinger et al., 1993; Pis-
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arenko and Sornette, 2003) can be used to establish the extreme value distribution. 
The GPD is as follows: 
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where ξ is a shape parameter that is dependent on the pdf of the observations and 
s is a scale parameter which depends on the threshold of observations. Kijko 
(2004) also provides techniques to estimate the hard maximum limit xR , whether 
or not the underlying distribution is known. 

Computational Approach 
For the computational approach, one can follow the general method described in 
Section 4, paying careful attention to the underlying source-size distribution func-
tion and the attendant uncertainties. Of course, the analysis of extreme tsunamis 
greatly depends on the assumed mode of occurrence for the sources. For example, 
under the seismic gap hypothesis, the maximum size of a tsunami from a given 
fault segment is limited by the characteristic earthquake magnitude. This greatly 
reduces the uncertainty associated with determination of the maximum tsunamis, 
as does the assumption of a universal value for the aperiodicity parameter (α). 
However, a more realistic view of earthquake occurrence based on a soft-taper in 
the power-law distribution of sizes necessitates a more difficult analysis of uncer-
tainties as described below. 
 In establishing the distribution of extreme source sizes, one can again use the 
GPD as described above or establish the corner seismic moment (earthquakes) or 
corner volume (landslides) using a modified power-law distribution. For the latter, 
parameter estimation of both Mc and β from global seismicity use the maximum 
likelihood method (e.g., Bird and Kagan, 2004). In this case the log-likelihood 
function ( ) for the tapered Pareto distribution (i.e., modified G-R distribution) is 
given by 
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where iM  are i=1,2,3…n iid observations of seismic moment (cf., equations 17 and 
18). In addition, Kagan and Schoenberg (2001) describe several other approaches 
to estimate the corner moment, including average likelihood estimates and a 
method of moments estimator. Pisarenko and Sornette (2003) argue that the shape 
parameter ξ of the GPD in equation 39 (estimate constrained by the Kolmogorov 
distance) is more tightly constrained than the corner moment. 
 Care must also be taken in how epistemic uncertainty in determining tsunami 
amplitudes from a particular extreme source is propagated through the calcula-
tions. One particular concern is determining which quantile curve is most repre-
sentative of the hazard where there is significant epistemic uncertainty. This has 
been discussed recently for PSHA studies in comparing mean, median and frac- 
tile hazard curves by Abrahamson and Bommer (2005) derived from different 

MS1



126 TSUNAMI PROBABILITY 

branches of an epistemic logic tree. They indicate that the mean hazard curve 
diverges significantly from the median hazard curve to higher hazard levels for 
very low hazard rates (10-7-10-8 yr-1). However McGuire et al. (2005) suggests that 
this is more of a problem with how the logic tree is formulated and weights as-
signed (cf., Senior Seismic Hazard Analysis Committee (SSHAC), 1997) and that 
the mean hazard curve is more in line with current understanding of the meaning 
of probability. Ideally, one would look at the entire probability distribution at a 
particular hazard level to determine how much information is contained in the 
probability estimate (Savage, 1991). 

5.  Summary 

In this chapter, we have outlined empirical and computational approaches to esti-
mate tsunami probability. Both approaches are centered around determining the 
frequency-size and inter-event time distributions. In the case of the empirical ap-
proach, these distributions apply to the tsunamis themselves, whereas in the com-
putational approach, the distributions apply to the tsunami sources. Previous 
studies (e.g., Burroughs and Tebbens, 2005) have indicated that tsunami sizes are 
nominally distributed according to a power-law that is modified to include a taper 
or roll-off at large sizes. It is in fact uncertain what the limiting size of a tsunami is, 
since there are very low probability geologic processes that can theoretically pro-
duce much larger tsunamis than discussed here (e.g., catastrophic volcanic flank 
failures and asteroid impacts). In addition, there is likely a hydrodynamic limit for 
tsunami size, influenced by nonlinear shoaling effects and offshore wave breaking 
(Korycansky and Lynett, 2005). This chapter shows that for the inter-event time 
distribution, global tsunamis are characterized by a deviation from the exponential 
distribution associated with a Poisson process, especially at short inter-event times. 
 For the computational approach, the size distribution of earthquakes is better 
constrained than that for landslides and tsunamis themselves. Substantial progress 
has been made in determining the power-law exponent (β) and corner moment for 
the earthquake size distribution. Moreover, recent studies (ten Brink et al., 2006a) 
have indicated that offshore landslides may also follow a modified power-law 
distribution of sizes, with β dependent on mechanical properties of the slide mate-
rial. For inter-event time distributions, both time-independent (Poissonian) and 
time-dependent distributions are described for earthquakes. Aside from universal 
distributions recently proposed (Corral, 2004; Davidsen and Goltz, 2004; Molchan, 
2005), fault-specific parameters for time-dependent probability models are in 
practice difficult to determine. This is a result of questionable underlying assump-
tions of earthquake rupture (e.g., characteristic, time-predictable) and the neces-
sary number and precision of historic and pre-historic observations. The situation 
for offshore landslides is even more uncertain, as there is a general lack of age 
dates for individual events. While we await more data to constrain the inter-event 
distributions, the null hypothesis of an exponential distribution is likely our best 
model. 
 Reducing sources of epistemic uncertainty is key to developing more accurate 
tsunami probability estimates for the computational approach in the future. While 
most tsunami source parameters are approximately normally distributed, there are 
some parameters such as landslide speed where there is insufficient data to make 
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this assumption. In addition, other parameters such as slip distribution appear to 
exhibit stronger fluctuations than expected from a normal distribution (Lavallée et 
al., 2006). Further research is needed to better quantify uncertainty for source 
parameters that scale with source size. For any tsunami probability study, it is 
important to understand how uncertainty affects the probability estimate, either 
through a determination of information content (Savage, 1991; 1992) or through 
Monte Carlo techniques (Parsons, 2004; 2005). 
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